[image: image1.emf]40%

50%

60%

70%

80%

90%

100%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Watts (% of maximum)

Workload (% of maximum throughput)

Windows Server 2003 Windows Server 2008


Windows Server 2008 Power Saving Benefits
Published: January 2008
© 2008 Microsoft Corporation. All rights reserved. This document is developed prior to the product’s release to manufacturing, and as such, we cannot guarantee that all details included herein will be exactly as what is found in the shipping product. The information contained in this document represents the current view of Microsoft Corporation on the issues discussed as of the date of publication. Because Microsoft must respond to changing market conditions, it should not be interpreted to be a commitment on the part of Microsoft, and Microsoft cannot guarantee the accuracy of any information presented after the date of publication. The information represents the product at the time this document was printed and should be used for planning purposes only. Information subject to change at any time without prior notice. This whitepaper is for informational purposes only. MICROSOFT MAKES NO WARRANTIES, EXPRESS OR IMPLIED, IN THIS SUMMARY. 

All other trademarks are property of their respective owners.

Executive Summary

Energy-efficient computing is becoming a priority for businesses and organizations seeking to control costs and greenhouse emissions. One opportunity for an organization to reduce power usage is to implement an energy-efficient server platform that facilitates management and allocation of power to computing resources as needed. This paper examines the power-saving features of Microsoft Windows Server 2008™ and discusses how it can be used to realize significant power savings over Microsoft Windows Server 2003™ running on the same hardware.

Overview

As businesses use more servers, and as the servers themselves become more powerful, the amount of electricity it takes to operate them rises commensurately. Faster processors draw more power than slower ones, and require more powerful cooling systems. A recent study found that the amount of electricity used by servers and auxiliary equipment worldwide more than doubled between 2000 and 2005, to more than 1.2 billion kilowatt-hours (kWh) yearly—a figure that represents 0.8% of estimated world electricity sales. 

This increase has come over a period when the cost of electricity itself has risen significantly. The U.S. Department of Energy reports that the average cost of electricity has increased by more than 41 percent over the past seven years to the industrial sector, and 33 percent for the commercial sector. These factors combined mean that the electricity cost of running servers is an increasingly significant expenditure for many businesses and other organizations, the size of which may be expected to continue in the future. 

Aside from the direct cost of electricity, the environmental impact of excessive power usage is a growing concern for governments, businesses, and organizations seeking to reduce the production of greenhouse gases that contribute to global warming. Under international agreements such as the Kyoto Protocol as well as local regulations in jurisdictions around the world, businesses and other organizations (collectively referred to as “operators”) are subject to limits on greenhouse emissions, which are managed through carbon credits. Operators that cut their emissions production can trade unused carbon credits on exchanges such as the European Climate Exchange, providing additional revenue. Implementing “green” policies can also provide businesses with valuable public relations benefits among an increasingly environmentally conscious populace.

Microsoft Windows Server 2008 has been designed with energy efficiency in mind, to provide customers with ready and convenient access to a number of new power saving features. It includes updated support for Advanced Configuration and Power Interface (ACPI) processor power management (PPM) features, including support for processor performance states and processor idle sleep states on multiprocessor systems. These features are easier to manage in Windows Server 2008 and can be managed easily across servers and clients using Group Policy. Hyper-V, the hypervisor-based virtualization feature included as a role of Windows Server 2008, makes it possible to consolidate servers onto a much smaller number of physical machines, providing significant power savings without sacrificing performance.
Out-of-the-Box Power Savings
To monitor and analyze the power consumption of servers running Windows Server 2008, Microsoft conducted a series of tests using an HP ProLiant DL385 G2 server configured with 2 dual-core AMD Opteron Model 2218 processors and 4 GB of RAM. File operations tests were conducted with escalating load levels up to the maximum load level the operating system could accommodate, and power consumption was monitored. Separate tests were conducted using the 64-bit editions of Windows Server 2003 and a pre-release build of Windows Server 2008, both in out-of-the-box (OOB) configurations.

These tests found that Windows Server 2008 OOB achieved power savings of up to 10 percent or more over Windows Server 2003 OOB at comparable levels of throughput. The graph below illustrates the observed power consumption under each operating system, with wattage and workload expressed as a percentage of the maximum observed under Windows Server 2008. For full details of the tests conducted, see Exhibit A in the appendix.
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Figure 1: Power usage comparison between out-of-the-box installations of Windows Server 2003 and Windows Server 2008.
Support for PPM has been significantly improved in Windows Server 2008. PPM is now enabled by default, making the power savings illustrated in the graph immediately available without additional configuration when Windows Server 2008 is installed on compatible hardware. Using Group Policy, you can easily customize the PPM settings on individual servers and groups of servers across your organization as appropriate for each server’s functions and needs. (See “Managing Server and Client Power Usage with Group Policy,” below, for more information.)
Saving Power through Virtualization 

Each traditional physical server in an organization’s infrastructure creates a guaranteed minimum power usage overhead, dictated by the power supply, physical devices like hard disks connected to the server, cooling requirements, and other factors. Today, most dedicated servers run at far below their capacity and only utilize 5 to 15 percent of the actual hardware capabilities. This low asset utilization is a problem created by the lack of flexibility in utilizing computing resources and the difficulty in estimating how much capacity would be required by the workloads. Traditionally, most organization allocate server resources for production workloads based on processing power, storage, and memory to handle anticipated peak loads and unanticipated usage spikes rather than having optimal capacity to meet their normal operating requirements. The result is that most of the additional capacity allocated for peaks sits idle rather than working to process current workloads. 
Such workloads are great candidates for consolidation using Hyper-V, the hypervisor-based virtualization feature included as a role of Windows Server 2008. Hyper-V extends virtualization capability to manage 32-bit Virtual machines alongside 64-bit Virtual machines, enable Virtual machines to access larger amounts of memory, and enable Virtual machines to leverage multiple processors. Virtualization is a key feature of the operating system and helps customers get complete isolation of the different virtual machines and still benefit from server consolidation.
To quantify the power savings made possible by virtualization, several tests were conducted to compare the power usage of multiple virtual servers compared with the same number of physical servers performing the same roles. (For full details of the server configurations and the testing tools used in this and the other tests described in this section, see Exhibits B and C in the appendix.) For the first test, a host server was configured with a virtual server acting as a domain controller, and another virtual server running Exchange Server 2007. The power usage of the host server was monitored and averaged over a four-hour period, and compared with the power usage of a physical domain controller plus a physical Exchange server over the same length of time. All Exchange servers, virtual and physical, were subjected to a load simulating heavy usage. 
The test revealed that the virtual server setup drew 51.4 percent as much power as a pair of physical servers performing the same roles, a difference of 97.8 watts. If extrapolated to a period of one year, this amounts to a saving of 876 kWh. For full details of the tests conducted, see Exhibits D, E, and F in the appendix.
	Server Setup
	Average watts
	kWh/year (projected)

	Physical (standalone DC + standalone Exchange)
	201.3 (92.5 DC + 108.8 Exch.)
	1774 (810 DC + 964 Exch.)

	Virtual (DC VM and Exchange VM on one physical host server)
	103.5
	898


For the second test, a host server was configured with two virtual Web servers running IIS 7. Each virtual server was subjected to a constant load for the duration of the test. The power usage of the host server was monitored and averaged over a four-hour period. For purposes of comparison, a physical Web server running IIS7 was subjected to a load simulating light usage and monitored for the same amount of time, and the resulting power usage figures were multiplied by two to represent two physical servers.

The test revealed that the virtual server setup drew 50.7 percent as much power as a pair of physical servers performing the same roles, a difference of 120.7 watts. If extrapolated to a period of one year, this amounts to a saving of 1073 kWh. 

Interestingly, the standalone Exchange server in this test drew a full 5 watts more power than the server that hosted both the virtual domain controller and the virtual Exchange server. This is probably attributable to the way Hyper-V caches data from the physical hard disk. For full details of the tests conducted, see Exhibits G and H in the appendix.
	Server Setup
	Average watts
	kWh/year (projected)

	Physical (two standalone IIS servers)
	244.8 (122.4 × 2)
	2146 (1073 × 2)

	Virtual (two VMs running IIS on one physical host server)
	124.1
	1073


For the third test, a host server was configured with a virtual server acting as a domain controller, and two virtual servers running Exchange Server 2007. The power usage of the host server was monitored and averaged over a four-hour period, and compared with the power usage of a physical domain controller plus two physical Exchange servers over the same length of time. All Exchange servers, virtual and physical, were subjected to a load simulating heavy usage.

The test revealed that the virtual server setup drew 38 percent as much power as three servers performing the same roles, a difference of 190.2 watts. If extrapolated to a period of one year, this amounts to a saving of 1796 kWh. For full details of the tests conducted, see Exhibits I, J, K and L in the appendix.
	Server Setup
	Average watts
	kWh/year (projected)

	Physical (standalone DC + standalone Exchange)
	306.8 (92.8 DC + 105.2 Exch. 1 + 108.8 Exch. 2)
	2694 (810 DC + 920 Exch. 1 + 964 Exch. 2)

	Virtual (DC VM and Exchange VM on one physical host server)
	116.6
	898
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Figure 2: Power usage of pairs of physical servers compared with virtual servers performing the same roles.

The potential power savings provided by Hyper-V virtualization are clear and significant. The wattage any given physical server can draw is limited by a number of factors, including the output rating of the server’s power supply. This is illustrated vividly by the results of the tests described above, which found that the power usage of a single host server hosting two virtual servers does not differ significantly from the power usage of a single standalone server. With two virtual servers on a single host, therefore, the power usage per server is effectively halved. Organizations could see even more dramatic savings by increasing the number of virtual servers running on each physical host, as performance considerations allow. 

Managing Server and Client Power Usage with Group Policy

Using Windows Server 2008 PPM, you can tailor the processor power policies used by individual servers and groups of servers, which can lead to significant power savings. Windows Server 2008 allows you to use processor power policies to designate an upper and lower limit, referred to as the maximum processor state and the minimum processor state, respectively, that determine the range of currently available P-states that the server may use. These values are exposed in the Power Options Advanced settings dialog box, as shown in Figure 3. These values may be set independently to define the bounds for any contiguous range of performance states, or they may be set to the same value to force the system to remain at a specific state. Windows Server 2008 will only use P-states that fall within the range described by these upper and lower limits. (If the maximum processor state is set to a lower level than the CPU can support, the CPU will operate at the lowest available P-state.)
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Figure 3. Setting minimum and maximum processor states in Windows Server 2008.

Developing and Using Power Profiles

Different servers have different power needs and make different demands on the resources available to them. A mail server running Microsoft Exchange, for example, is likely to use power differently than a database server running Microsoft SQL Server. Using tools like Performance Monitor, you can analyze the processor usage of individual servers over time and determine if any of them can run at a lower P-state to save power without sacrificing performance.

You can use Group Policy to centrally manage processor power policies on individual servers and groups of servers, including updating policies in place without taking the target servers offline. If you have a group of servers that are used minimally outside of normal business hours, for example, you can use Group Policy to reduce waste by throttling the servers’ processors at a lower power level at times of light usage. Processor power policy changes can be scripted, which allows you to schedule changes to occur automatically without administrator intervention. By organizing similar servers into groups and developing custom processor power policies and schedules for each group, you can effectively manage the power usage of large numbers of servers without creating significant administrative overhead.

You can use the new PPM and virtualization features of Windows Server 2008 in tandem to achieve greater power savings than either PPM or virtualization alone would allow. In the same way that you can develop a custom processor power policy for a group of servers with similar resource needs, you can host a group of similar servers as virtual servers on one or more host servers, and use PPM to manage the power usage on the host servers. In separate test runs, the power usage of the host servers described in the previous section was monitored for four hours with the maximum processer state set to 50 percent. This resulted in power savings of between 4.9 and 14.2 percent for the tested server configurations, compared to the results obtained with the maximum processor state set to 100 percent. For full details of the tests conducted, see Exhibits M, N, and O in the appendix. Using Group Policy to lower the maximum processor state of lightly-used servers outside of business hours could save tens of thousands of kilowatt-hours of electricity every year in large server farms.
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Figure 4: Power savings achieved by reducing the maximum processor state to 50 percent.

To take advantage of the advanced CPU throttling features of Windows Server 2008, your CPU and BIOS must comply with the ACPI specification for processor performance states, or P-states. Consult your hardware manufacturer’s documentation to determine if your CPU and BIOS is capable of supporting variable P-states, and how to enable the feature if it is. If your current hardware cannot support variable P-states, you may still be able to take advantage of other power management features in Windows Server 2008, such as client power management (see below). 

Managing Power Usage on Windows Vista Clients

Enterprise users often leave their computers on overnight, either by choice or to comply with IT policy. This can allow administrative tasks like disk defragmenting, virus scanning, and software update downloading and installation to execute without disruption, but leaving desktop computers on at night and on weekends can waste thousands of kilowatt-hours of electricity every year even in small and medium-sized organizations. Using Windows Server 2008 and Group Policy, you can centrally manage the power usage of compatible client workstations running Microsoft Windows Vista, which includes many of the same power management features that have been introduced in Windows Server 2008. USB ports can be put into a “sleep” state to save power, and you can use PPM to specify the range of P-states at which the client can operate. 

Appendix
The files accompanying this document give additional details and raw data for the comparison tests described earlier.

         A - WW Data for FSBench.xlsx

         B – SysInfo.txt

         C – Test Tools for Power Usage Tests.xlsx

         D - Watts DC standalone W2K8 4-hr.xlsx

         E - Watts EXCH standalone W2K8 4-hr.xlsx

         F - Virtual DC+EXCH 4-hr.xlsx

         G - Watts IIS standalone W2K8 4-hr.xlsx

         H - Virtual IIS+IIS 4-hr.xlsx

         I - Virtual DC+EX+EX 4-hr.xlsx

         J - Watts DC-2 standalone W2K8 4-hr.xlsx

         K - Watts EXCH standalone(1) 4-hr.xlsx

         L - Watts EXCH standalone(2) 4-hr.xlsx

         M - VS1_DC_+_EXCH.xlsx

         N - VS2_IIS_+_IIS.xlsx

         O - VS3_EXCH_+_EXCH.xlsx

